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a b s t r a c t

The quantitative analysis and interpretation of button-cell experiments usually depends upon assuming
isothermal conditions together with uniform and known gas composition within the gas compartments.
An objective of the present effort is to develop computational tools to study the validity of such assump-
ccepted 22 October 2008
vailable online 5 November 2008

eywords:
OFC

tions. A three-dimensional computational fluid dynamics (CFD) model is developed and applied to a
particular SOFC button cell, characterizing the fluid flow, chemistry, and thermal transport. Results show
that when inlet flow rates are sufficiently high, button-cell data can be interpreted using the commonly
used assumptions. However, when flow rates are not sufficient, the assumptions of uniform composition
can be significantly violated. Additionally, depending on operating conditions there can be significant
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. Introduction

The primary objective of this paper is to use a three-dimensional
omputational model to explore the performance of a particular
olid-oxide fuel cell (SOFC) button cell over a range of operating
onditions. A supporting objective is to report on the development
f a three-dimensional computational fluid dynamics (CFD) model
hat extends the state of the art, especially in its ability to represent
lementary chemistry and electrochemistry. Although the study
onsiders a particular cell geometry, significant broader implica-
ions can be inferred from the results.

Button cells play a major role in the development and evalu-
tion of new SOFC materials and membrane–electrode assembly
MEA) architectures. The underpinning models that describe mate-
ial combinations and MEA architectures are usually developed
nd validated with small button-cell experiments. Quantitative
redictive simulations are playing increasingly important roles

n the development of fuel-cell stacks and systems. Thus, it is
mportant that laboratory-scale experimental observations can be
nterpreted quantitatively and unambiguously. Understanding the

nfluence of experimental configurations and operating conditions
n measured cell performance is essential to the development and
alidation of predictive models at the system level.

∗ Corresponding author. Tel: +1 603 727 5578; fax: +1 603 643 3967.
E-mail address: graham.goldin@ansys.com (G.M. Goldin).
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the gas compartments and the membrane–electrode assembly.
© 2008 Elsevier B.V. All rights reserved.

Although there are many variants of button-cell experiments,
ost share some common characteristics. The button cell illus-

rated in Fig. 1, which represents an experiment developed by
arnett and co-workers [1], is typical and serves as the focus of
he modeling in this paper. The cylindrical MEA is bonded to a
eramic support tube and the entire assembly positioned within
temperature-controlled furnace. Fuel is supplied via a tube onto

he anode side of the MEA. The cathode side is exposed to air,
hich may simply be the furnace air or may be supplied via a feed

ube. The assembly shown in Fig. 1 is oriented horizontally. Others
osition the assembly vertically. Button-cell experiments should
sually be designed and operated such that the gas-phase compo-
ition at MEA interfaces is known and is spatially uniform across
he surface of the MEA. As a result, any complications associated
ith gas-phase fluid flow can be removed from interpreting the

lectrochemical performance. Depending upon gas flow rates, the
as-phase composition at the electrode faces can be significantly
ifferent from the composition entering through the feed tubes.

Commercial CFD software can be used directly, or modified, to
odel aspects of fuel-cell operation, especially considering flow in

omplex geometries. Indeed, there is significant and beneficial use
f such models to assist the design and development of cells and
tacks. However, current software and models are usually limited

n their ability to model details of transport, chemistry, and elec-
rochemistry. For example, internal reforming chemistry is handled
lmost exclusively with two global reactions (steam reforming and
ater-gas shift) that use highly empirical rate expressions. Charge-

ransfer chemistry usually relies upon a global Butler–Volmer

http://www.sciencedirect.com/science/journal/03787753
http://www.elsevier.com/locate/jpowsour
mailto:graham.goldin@ansys.com
dx.doi.org/10.1016/j.jpowsour.2008.10.097
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Nomenclature

Ades pre-exponential factor for H2desorption
(m2 s mol−1)

As specific surface area of the active catalysts (m−1)
Bg permeability (m2)
De

k
effective diffusion coefficients (m2 s−1)

Dkj binary diffusion coefficients (m2 s−1)
DKn

k
effective Knudsen diffusion coefficients (m2 s−1)

Ecell cell potential (V)
Edes activation energy for H2 desorption (J mol−1)
Eel activation energy of electric conductivity of the elec-

trolyte (J mol−1)
EH2 activation energy for H2 electrochemical oxidation

(J mol−1)
EO2 activation energy for O2 electrochemical reduction

(J mol−1)
Erev reversible cell potential (V)
F Faraday constant (C mol−1)
Gr Grashof number
g acceleration of the gravity (m s−2)
h enthalpy of the gas-phase mixture (J kg−1)
hk enthalpy of the k th species (J kg−1)
i net current density (A m−2)
i0 exchange current density (A m−2)
ia0 exchange current density for H2 oxidation (A m−2)
ic0 exchange current density for O2 reduction (A m−2)
i∗H2

parameter in the expression of ia0 (A m−2)

i∗O2
parameter in the expression of ic0 (A m−2)

Jk gas-phase species mole flux (mol m−2 s−1)
jk gas-phase species mass flux (kg m−2 s−1)
Ja
k gas-phase species mole flux within the anode

(mol m−2 s−1)
Jc
k gas-phase species mole flux within the cathode

(mol m−2 s−1)
Jel
H2,a molar flux of H2 (mol m−2 s−1)

Jel
H2O,a molar flux of H2O (mol m−2 s−1)

Jel
O2,c molar flux of O2 (mol m−2 s−1)

Kg number of gas-phase species
Ks number of surface-adsorbed species
L characteristic length (m)
Lel electrolyte thickness (m)
p pressure (Pa)
pH2,a partial pressure of H2 (Pa)
pH2O,a partial pressure of H2O (Pa)
pO2,c partial pressure of O2 (Pa)
p∗

H2
parameter in the expression of ia0 (Pa)

p∗
O2

parameter in the expression of ic0 (Pa)

q′′
rad radiative heat flux (J m−2 s−1)

R universal gas constant (J mol−1 K−1)
Re Reynolds number
rp pore radius (m)
ṡk molar production rate by surface reactions

(mol m−2 s−1)
T temperature (K)
Tsurf MEA surface temperature (K)
Tref reference temperature (K)
T∞ furnace temperature (K)
U characteristic velocity (m s−1)
V gas-phase velocity (m s−1)
WH2 molecular weight of H2 (kg mol−1)

Wk species molecular weight (kg mol−1)
W mean molecular weight (kg mol−1)
Xk gas-phase species mole fractions
Yk gas-phase species mass fractions

Greek letters
˛a,a anodic symmetric factor in the BV equation at the

anode
˛c,a cathodic symmetric factor in the BV equation at the

anode
˛a,c anodic symmetric factor in the BV equation at the

cathode
˛c,c cathodic symmetric factor in the BV equation at the

cathode
ˇ volumetric thermal expansion coefficient
� surface site density (mol m−2)
�0 stick coefficient of H2 adsorption
ε MEA surface emissivity
�ohm ohmic overpotential (V)
�act,a activation overpotential at the anode (V)
�act,c activation overpotential at the cathode (V)
�k site fractions of surface-adsorbed species
� heat conductivity (J m−1 K s)
�eff effective heat conductivity (J m−1 K−1 s−1)
�g gas-phase heat conductivity (J m−1 K−1 s−1)
�s solid-phase heat conductivity (J m−1 K−1 s−1)
� gas-phase viscosity (kg cm−1 s−1)
�k species chemical potentials (J mol−1)
�H2O chemical potentials of H2O (J mol−1)
�H2 chemical potentials of H2 (J mol−1)
�O2 chemical potentials of O2 (J mol−1)
�◦

k
species standard-state chemical potentials (J mol−1)

�◦
H2

standard-state chemical potential of H2 (J mol−1)

�◦
H2O standard-state chemical potential of H2O (J mol−1)

�◦
O2

standard-state chemical potential of O2 (J mol−1)

	 gas-phase mass density (kg m−3)

 Stefan–Boltzmann constant (W m−2 K−4)
� tortuosity
� porosity

Fig. 1. Illustration of a nominal button-cell system.
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ormulation. Porous-media transport is handled in terms of Darcy
ow. The model reported herein relaxes all of these assumptions,
nd thus contributes to the continuing development of high level
FD software.

Several two- and three-dimensional models have been pub-
ished [2–7] that specifically consider button-cell performance.
anardhanan and Deutschmann [3] and Shi et al. [5,6] mod-
led axisymmetric (two-dimensional) button cells, but assumed
sothermal conditions. The present three-dimensional, non-
sothermal, model significantly extends these earlier contributions.

. Mathematical models

The model provides the capability for full three-dimensional
uid flow, heat and mass transport, porous-media transport and
hemistry throughout the gas compartments and the MEA. In the
pen gas compartments (i.e., outside the porous electrodes) the
ow is represented by the Navier–Stokes equations. The chemistry
nd porous-media models are based upon models developed by
hu et al. [8,9]. The solutions are constrained by boundary condi-
ions as well as interface conditions between porous electrodes and
he gas compartments.

.1. Gas-phase transport

Within the gas compartments, the steady-state mass-, species-,
omentum-, and energy-conservation equations are stated gener-

lly in vector form as

· (	V) = 0, (1)

· (	YkV) = −∇ · jk, (2)

· (	VV) = ∇ ·
[

�(∇V + (∇V)T) − 2
3

�(∇ · V)I
]

− ∇p + 	g (3)

· (	hV) = ∇ ·
(

�∇T −
Kg∑

k=1

hkjk

)
, (4)

= po

RT

Kg∑
k=1

Yk/Wk

. (5)

n these equations the independent variables are the spatial coor-
inates. The dependent variables are the mass density 	, velocity
, pressure p, mass fractions Yk, and temperature T. The nominally
niform pressure used in the equation of state is po. The species dif-
usive mass flux is represented as jk, which is evaluated according
o ordinary multicomponent diffusion. Thermodynamic proper-
ies include the mixture specific enthalpy h, and species specific
nthalpies hk, all of which are known functions of temperature.
ransport properties include the gas-phase dynamic viscosity �
nd the thermal conductivity �. Other variables are the species
olecular weights Wk and the acceleration of gravity g.

.2. Porous-media transport

Within the porous electrodes, the steady-state mass-, species-,
omentum-, and energy-conservation equations are stated in vec-

or form as
· (	V) = 0, (6)

· (	YkV) = −∇ · jk + ṡkAsWk, (k = 1, . . . , Kg) (7)

· (	VV) = −∇p + 	g − �

Bg
V, (8)

f
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e
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· (	hV) = ∇ ·
(

�eff∇T −
Kg∑

k=1

hkjk

)
+

Kg∑
k=1

ṡkAsWkhk, (9)

˙ k(�k) = 0, (k = 1, . . . , Ks) (10)

n these equations the independent variables are the spatial coor-
inates. The dependent variables are the mass density 	, velocity V,
ressure p, mass fractions Yk of the Kg gas-phase species, and cov-
rages �k of the Ks surface-adsorbed species. Viscous drag within
he porous electrodes is represented as a Darcy loss, where Bg is the
ermeability.

Within the porous media, the gas and solid phases are assumed
o have the same temperature T. The effective thermal conductivity
eff considers both gas- and solid-phase contributions as

eff = ��g + (1 − �)�s, (11)

here � is the porosity and �s is the solid-phase thermal conduc-
ivity. For Ni-YSZ, �s ≈ 11 W m−1 K−1.

Heterogeneous reactions can occur on the solid surfaces within
he porous anode structure. The molar production rates of gas-
hase species via heterogeneous surface reaction are represented
s ṡk (Eqs. (7) and (9)). The effective catalytic specific surface area
m2 m−3) is represented as As. Eq. (10) represents the fact that the
et production rates of the Ks surface-adsorbed species must vanish
t steady state. The production rates of surface species depend upon
emperature, pressure, gas-phase composition, and the coverages
f surface species �k. Details about formulation of the heteroge-
eous chemistry may be found in Kee et al. [10].

.3. Interface conditions

The model does not consider spatial variations within the thin
ense electrolyte and the cathode. Moreover, the anode charge
ransfer is confined to a thin layer at the interface between the
ense electrolyte and the porous anode structure. In other words,
ll the electrochemistry and ion transport is confined to an infinitely
hin layer, and thus the behavior is represented in terms of inter-
ace conditions. This approximation is based upon the results of
reviously published models that spatially resolve the thin charge-
ransfer region, showing that charge transfer is accomplished
ithin a few tens of microns [9,11].

Consider first the interface between the fuel compartment and
he porous anode. The solutions to Eqs. (1)–(9) are constrained to
equire that the fluxes of mass, species, momentum, and energy
re continuous across the interface. Additionally, radiation heat
ransfer from the face of the porous electrode is found to have a
ignificant impact on the MEA temperature.

Anodic charge-transfer chemistry proceeds at the interface
etween the dense electrolyte and the porous anode structure. The
esult is a net molar flux of gas-phase species into and out of the
node pore spaces as represented as Ja

k. Cathodic charge-transfer
hemistry proceeds at the interface between the thin cathode and
he air compartment. In this case, the net flux of oxygen between
he air and the cathode is represented as Jc

k.
In addition to the species fluxes, the model must also represent

ther important processes within the thin membrane–electrode
ssembly. Irreversible polarization losses associated with the elec-
rochemical charge-transfer chemistry manifest themselves as
eat. The heating rate is evaluated from the enthalpy fluxes to and
rom the thin MEA layer. The electrical power density produced
y the cell is represented as iEcell, where i is the electrical cur-
ent density and Ecell is the cell operating potential. This electrical
nergy is subtracted from the thermal energy balance. There is also
thermal-radiation loss from the cathode side of the MEA.
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The results in this paper are based upon assuming that electro-
oxidation of the fuel proceeds entirely via H2. It is known that CO,
and possibly hydrocarbons, can participate in charge-transfer reac-
26 G.M. Goldin et al. / Journal of

.4. Boundary conditions

Boundary conditions for the gas flows are relatively straightfor-
ard. The composition, velocity, and temperature of the fuel inlet is

pecified. The fuel-side outflow boundary is specified by specifying
he exit pressure. The particular reactor used in this study uses an
nforced air supply on the cathode side. Thus the boundary condi-
ion is specified as the composition of air at atmospheric pressure
nd at furnace temperature.

There are several solid surfaces in the model, not including the
orous media. These include the fuel feed tube and the cylindrical
tructure that supports the button cell. All these solid surfaces are
aken to be isothermal at a specified furnace temperature and the
elocity vanishes on all the solid surfaces. Additionally, the solid
urfaces are assumed to be chemically inert, such that the species
uxes normal to the surface vanish.

.5. Thermal radiation

Despite the fact that temperatures and temperature differences
re relatively low, there is the possibility of thermal radiation from
he surfaces of the MEA. Although the thermal radiation is weak, the
ow flow rates also cause a weak convective interaction between the
as compartments and the MEA. The present study uses a relatively
imple radiation model in which the surfaces of the MEA radiate to
black-body enclosure at the nominal furnace temperature. That

s, the radiative flux from the MEA surfaces is evaluated as

′′
rad = 
(T4

surf − T4
∞), (12)

here 
 is the Stefan–Boltzmann constant, Tsurf is the MEA sur-
ace temperature, and T∞ is the furnace temperature. In the present
tudy, the emissivity of the MEA surfaces is taken to be  = 0.8. This
alue is larger than the emissivities of smooth Nickel or Ziconia
ince the anode pore spaces trap incident radiation.

.6. Diffusion model

The diffusion mass-flux vector, jk, is modeled in both gas-phase
uel and air chambers, as well as the porous anode, using a Fickian

odel:

k = −	De
k∇Yk. (13)

For the fuel and air chambers, the effective diffusion coefficient
e
k

is the mean bulk diffusion coefficient, Dm
k

, calculated as,

m
k = 1 − Xk

Kg∑
k /= j

Xj/(�Dkj)

, (14)

here Xk are the mole fractions, Dkj are the binary diffusion coef-
cients determined from kinetic theory [10], and � = 1.

Within the porous anode, the effective mixture-averaged diffu-
ion coefficients are evaluated using the Bosanquet formula,

1
De

k

= 1
Dm

k

+ 1
DKn

k

. (15)

he mean bulk diffusion coefficients Dm
k

are evaluated from Eq. (14)
ith � set to �/�, where � is the porosity and � is the tortuosity.

The Knudsen diffusion coefficient in Eq. (15) is calculated as
Kn
k = 2

3
�

�
rp

√
8RT

�Wk
, (16)

here rp is the mean pore radius.

t
f

Sources 187 (2009) 123–135

The results reported in this paper assume that the anode porous
atrix is homogenous and isotropic. However the model itself is

apable of spatially varying and anisotropic properties, which may
e needed to represent certain functionally graded electrode struc-
ures.

.7. Heterogeneous chemistry

Heterogeneous chemistry (e.g., reforming, partial oxidation,
tc.) occurs on active catalyst surfaces within the porous anode
tructure. Although the models and software are quite general and
ccept alternative reaction mechanisms, the mechanism used in
he present study considers reaction within Ni-YSZ cermet struc-
ures. This reaction mechanism, which has been validated and
ocumented previously [3,8], consists of 42 reactions among 6
as-phase species and 12 surface-adsorbed species.1 The surface
eaction rates have Arrhenius temperature dependence, and some
eactions have activation energies that are functions of the surface
overages.

This catalytic reaction mechanism spans the conditions between
team reforming, autothermal reforming, dry reforming (i.e.,
eforming of CH4 by CO2), and catalytic partial oxidation. This
pproach is quite different from, and more capable than, most
ublished SOFC models, which usually incorporate two global
eactions for steam reforming and water gas shift. The global
pproach requires empirical rate expression for the global reac-
ions. The present elementary mechanism does not directly include
steam-reforming or a water-gas-shift reaction. Rather, the pro-

esses are represented by combinations of elementary reactions.
his fundamental approach enables predictive capabilities over
ide operating conditions, spanning steam reforming, autother-
al reforming, and partial oxidation. Water-gas-shift chemistry is

lso fully represented within the reaction mechanism.

.8. Electrochemistry

The operating cell potential Ecell can be written in terms of over-
otentials as

cell = Erev − �act,a(i) − |�act,c(i)| − �ohm(i). (17)

n Eq. (17), Erev is the reversible (Nernst) potential across the
ense electrolyte, �ohm is the ohmic overpotential, and �act,a and
act,c are the activation overpotentials at the anode–electrolyte and
athode–electrolyte interfaces, respectively. All the overpotentials
epend upon the current density. Because species transport and
hemistry are fully resolved within the anode, a model for concen-
ration overpotential is not needed.

In a typical porous, cermet, composite, electrode, electrochem-
cal reactions occur within a very thin region (tens of microns)
djacent to the dense electrolyte [9,11]. With a button cell that is on
he order of 1 mm thick, it is not necessary to resolve the charge-
ransfer region spatially. Rather, it is sufficient to approximate the
harge-transfer behavior as though it proceeds at a surface. In
his approach, geometric factors such as the three-phase-boundary
engths are subsumed into expression for the exchange current
ensities [8].
ions [12,13]. However, the charge-transfer rates are greatly higher
or H2. Moreover, catalytic water-gas-shift processes (globally,

1 The mechanism is available for download at http://www.detchem.com.

http://www.detchem.com
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concerned with validating the physical and chemical formulations,
which usually rely upon experimental measurements and their
interpretation. Of course, validating the underpinning physics and
G.M. Goldin et al. / Journal of

O + H2O � CO2 + H2) readily convert CO to H2. Consequently it
s a reasonable to use the widely used approximation that charge
ransfer proceeds through H2. As ongoing research reveals the
nformation needed to establish the fundamental reaction path-
ays and rates for parallel charge-transfer processes, they can be

ncorporated into models such as the ones discussed here. However,
ssuming H2charge transfer is entirely sufficient for the purposes of
he present paper, which focuses upon thermal and flow behaviors.

Assuming that electro-oxidation of the fuel proceeds domi-
antly via H2, the reversible potential can be calculated from the
ernst equation as

rev = 1
2F

(
�◦

H2
+ 1

2
�◦

O2
− �◦

H2O

)
+ RT

2F
ln

(
pH2,ap1/2

O2,c

pH2O,a

)
, (18)

here F is the Faraday constant, �◦
k

are standard-state chemical
otentials, pk are species partial pressures (measured in atmo-
pheres). Subscripts a and c denote anode-side and cathode-side,
espectively. Any small losses due to electrical current leakage
hrough the dense electrolyte are neglected.

Zhu et al. [8] derived and validated a modified Butler–Volmer
ormulation, which is based upon a multi-step H2 electrochem-
cal oxidation process with a single rate-limiting step. At the
node–electrolyte interface, the current density is represented as

i

ia0
= exp

(
˛a,aF�act,a

RT

)
− exp

(−˛c,aF�act,a

RT

)
, (19)

here ia0 is the anode exchange current density, and ˛a,a and ˛c,a

re the anodic and cathodic symmetry parameters, respectively.
he anode exchange current density is calculated as

a
0 = i∗H2

exp

[
−EH2

R

(
1
T

− 1
Tref

)] (pH2 /p∗
H2

)˛a,a/2(pH2O)1−˛a,a/2

1 + (pH2 /p∗
H2

)1/2
,

(20)

here EH2 is the apparent activation energy and i∗H2
is an empir-

cal constant that is adjusted to fit experiments at a reference
emperature Tref. The term p∗

H2
is derived for a steady hydrogen

dsorption–desorption balance:

∗
H2

=
Ades� 2

√
2�RTWH2

�o
exp
(

−Edes

RT

)
, (21)

here the pre-exponential factor Ades, the activation energy Edes,
he surface site density � , and the sticking coefficient �o are con-
tants and WH2 is the molecular weight of atomic hydrogen.

At the cathode–electrolyte interface, the modified
utler–Volmer equation is

i

ic0
= exp

(
˛a,cF�act,c

RT

)
− exp

(−˛c,cF�act,c

RT

)
. (22)

The cathode exchange current density is evaluated using

c
0 = i∗O2

exp

[
−EO2

R

(
1
T

− 1
Tref

)] (pO2 /p∗
O2

)˛a,c/2

1 + (pO2 /p∗
O2

)1/2
, (23)

here EO2 is the apparent activation energy for the electrochemical
eduction of O2, i∗O2

is an adjustable constant, and p∗
O2

is written in
rrhenius form. Further details are found in Zhu et al. [8].

The ohmic overpotential (Eq. (17)) is modeled in terms of O2−ion
ransport resistance within the dense YSZ electrolyte,
ohm = iLel


0T−1 exp(−Eel/RT)
. (24)

n this expression Lel is the electrolyte thickness and the denomi-
ator is the temperature-dependent ion conductivity.

c
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The current density i is determined by substituting Eqs.
18)–(24) into Eq. (17). The species molar fluxes due to electrochem-
stry, Jel

k
are determined from the current density as Jel

H2,a = −i/2F ,
el
H2O,a = i/2F and Jel

O2,c = −i/4F .

. Numerical method

The conservation equations are discretized using an unstruc-
ured finite-volume method with second-order reconstruction
f the convective and diffusive fluxes for all equations [14].
his approach enables the incorporation of three-dimensional
eometric complexity, using geometry-definition and automated
esh-discretization software (e.g., Gambit).
At all materials interfaces, there are finite-volume cells that abut

he interface. In a finite-volume setting, the conservation equa-
ions are represented in an integral sense for each finite volume.
way from material interfaces, fluxes leaving one cell must be

dentical to the fluxes entering the neighboring cell. At material
nterfaces, however, certain physical or chemical behaviors can

anifest themselves as sources of mass, energy, etc. For exam-
le, thermal radiation at the interface between a porous material
nd the neighboring gas flow represents a loss (or gain) in ther-
al energy for the finite volumes that span the interface. A thin

i.e., not spatially resolved) MEA is a more complex interface. The
harge-transfer chemistry causes gas-phase species fluxes into and
ut of neighboring finite volumes. Moreover, there are important
hermal consequences. Polarization losses associated with charge-
ransfer chemistry and Joule heating associated with ion current
hrough the dense electrolyte are sources of thermal energy at the
nterface. However, net electrical power delivered to an external
oad (i.e., iEcell) does not contribute to the thermal balance.

The system of equations is solved using a segregated
implealgorithm, in which the mass-continuity equation (Eqs. (1)
nd (6)) are recast as a pressure-correction equations and solved
ogether with the momentum equations (i.e., Eqs. (3) and (8)) [15].
he species-continuity and thermal-energy equations are similarly
inearized. The inner linear problem is solved using an algebraic

ultigrid (AMG) method [16]. An outer iteration is used to solve
he full nonlinear problem.

The software is written in C++ using object-oriented pro-
ramming techniques, and interfaced with the scriptable
ythonlanguage. The Cantera2 software, which is also written in
++, is used to evaluate thermodynamic quantities (enthalpies,
eat capacities, Nernst potentials), transport properties (viscosi-
ies, thermal conductivities, species diffusivities) and reaction
ates [17].

.1. Verification

The software that implements the model is large and complex,
roviding three-dimensional geometrical generality and the incor-
oration of extensive chemical and physical processes. Thus, as

n all major software development, comprehensive verification is
n important aspect of effort. In this context, verification is con-
erned primarily with assuring that the software solves accurately
he underlying physical model. Software verification, per se, is less
hemistry is also an important objective.

2 See http://www.cantera.org.

http://www.cantera.org
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ig. 2. Gas-phase mole fractions along the centerline of an SOFC planar fuel channel.
redictions from the current CFD model are shown as solid lines and predictions
rom a plug-flow model [8] are shown as dashed lines.

The object-oriented program structure enables the independent
esting and validation of all the sub-models (thermodynamic and
ransport property evaluations, chemical kinetics, etc.). Addition-
lly, the present model has been tested against other independently
eveloped models that solve similar problems. Such model-to-
odel comparisons are an important aspect of model development

nd validation. For example, the three-dimensional model was
ested by comparing a planar SOFC channel simulation with results
ublished by Zhu et al. [8], using conceptually identical, but inde-
endently programmed, submodels and model parameters.

Fig. 2 compares gas-phase mole fractions along the anode-
hannel centerline. The present CFD model fully resolves the
hannel fluid flow while the model by Zhu et al. [8] assumes plug
ow. The CFD model enables two-dimensional species transport
ithin the anode while Zhu et al. neglect axial diffusive trans-
ort. Despite these differences in the underlying models, the results
gree well. These comparisons serve to validate the current CFD
odel (especially the chemistry and electrochemistry submodels)

s well as the low-dimensional approximations in the model by Zhu
t al. It should also be noted that chemistry aspects of the Zhu et al.
odel were developed and validated using experimental data.

. Specific button cell

The button-cell geometry used in the present effort represents
n experimental facility developed by Barnett et al. [1]. As illus-
rated in Fig. 1, the cell consists of an inlet fuel tube (6.5 mm outside
iameter) with four cylindrical fuel channels (1.8 mm diameter).
he fuel tube is positioned coaxially with an alumina tube (9.5 mm
nside diameter) that supports the MEA. The end of the fuel tube
s positioned 3 mm from the MEA. Anode exhaust gases flow out
xially through the annular space between the fuel tube and the
EA support tube.
The cathode side of the MEA is exposed to air within the furnace.

s illustrated in Fig. 1 there is no forced-air supply. The assembly is
ounted horizontally in a furnace whose walls are maintained at

niform temperature. Thus, three-dimensional effects associated
ith natural convection are a potential concern.

The MEA is fabricated using a Ni-YSZ porous anode that has
thickness of 0.7 mm and a diameter of 15.2 mm. The dense

lectrolyte is 10 �m of YSZ, and the cathode is 40 �m of porous

SZ-LSM. The cathode is only 8 mm in diameter, so does not span
he entire diameter of the anode disk. Thus, only the inner section
f the MEA is electrochemically active.

The geometry is symmetric about a 90◦ sector. However, because
he cell is mounted horizontally, a 180◦ sector is modeled to include

r
A
t
b
u

ig. 3. Button-cell geometry and mesh, showing fuel-tube inlet and outlet, walls,
EA and air plenum.

atural convection. Fig. 3 shows some of the unstructured mesh
aces. In total the mesh is comprised of 77,336 cells.

The four-channel fuel tube is somewhat unusual; most button-
ell experiments use a single inlet tube. While the present model
ses the exact geometry for a particular experiment [1], the results
epend only weakly on the inlet tube details. However, the results
epend greatly upon inlet flow rates. It may be noted that the
resent study uses a relatively small button cell. Nevertheless, the
eneral observations and insights from the study are applicable to
arger cells.

. Model parameters

Models such as the one here necessarily involve a number
f parameters. Some, such as physical dimensions, are measured
irectly. However, as a practical matter, there are model param-
ters that must be established empirically. These usually involve
lectrochemical reaction rates and available three-phase bound-
ry area, which are not measured independently. The parameters
hown in Table 1 are determined to fit experimental data (Fig. 4)
sing humidified hydrogen fuel at nominal furnace temperatures of
00, 750 and 800 ◦C. The fuel flow rates are set to be sufficiently high
hat depletion and dilution are negligible (200 sccm). By flooding
he cell, the charge-transfer parameters can be determined without
oncern for fluid-mechanical effects in the anode chamber. Once
stablished, the parameters are held fixed for all other simulations
n this study. Note that at 200 sccm, for the highest current density
imulated (0.1V), the computed fuel depletion is 45%. In contrast,
t the lowest flow rate simulated, 10 sccm, the fuel depletion is
3%.

Fig. 4 a compares measured and predicted polarization charac-
eristics using the full three-dimensional model. It is evident that
he set of model parameters produces an excellent representation
f the data. Important fitted parameters include the exchange cur-

∗ ∗
ent factors iH2
and iO2

, and the activation energies EH2 and EO2 .
lthough used as fitting parameters to match data in Fig. 4, all

he parameters are physically reasonable. Nevertheless, it must
e acknowledged that the set of parameters may not be entirely
nique.
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Table 1
Physical and chemical parameters for the MEA structure.

Parameters Value Units

Anode
Thickness (La) 700 �m
Porosity (�) 0.4
Tortuosity (�) 4.8
Mean pore radius (rp) 0.125 �m
Particle diameter (dp) 1.0 �m
Specific catalyst area (As) 10000 cm−1

Apparent activation energy (EH2 ) 110.0 kJ mol−1

Reference temperature (Tref) 1023.0 K
Exchange current factor (i∗

H2
) 1.25 A cm−2

Anodic symmetry factor (˛a,a) 1.5
Cathodic symmetry factor (˛c,a) 0.5
p∗

H2
pre-exponential (Ades) 5.59E19 s cm2 mol−1

p∗
H2

activation Energy (Edes) 88.12 kJ mol−1

p∗
H2

surface site density (� ) 2.6E-9 mol cm−2

p∗
H2

sticking probability (�o) 0.01

Cathode
Apparent activation energy (EO2

) 110.0 kJ mol−1

Reference temperature (Tref) 1023.0 K
Exchange current factor (i∗O2

) 1.25 A cm−2

Anodic symmetry factor (˛a,c) 0.875
Cathodic symmetry factor (˛c,c) 0.125

Electrolyte: 
el = 
0/T exp(−Eel/RT)
Thickness (Lel) 10 �m
Activation energy (Eel) 80.11 kJ mol−1

Ion conductivity pre-factor (
0) 1.786E5 s cm−1

Fig. 4. Experimental and simulated polarization curves for a button cell operating
with flooded (200 sccm) humidified H2. The upper panel shows predictions with a
full model that includes the energy equations and thus temperature distributions.
Model parameters were established with the full model. The lower panel shows
predicted polarization when assuming isothermal conditions at the nominal furnace
temperature.
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Button-cell data are generally reported at certain temperatures,
sually inferring isothermal operation. However, as discussed sub-
equently, temperature can vary significantly throughout the MEA,
specially at high current density. The MEA temperatures are usu-
lly greater than the furnace-wall temperature due to heat released
y electrochemical reactions and Ohmic heating. Fig. 4 b shows pre-
icted polarization behavior using the three-dimensional model,
ut without solving the energy equations and maintaining isother-
al conditions of 700, 750 and 800 ◦C. By comparing predictions

rom the full model with those under isothermal conditions, it
s evident that temperature variations within the MEA can have

significant effect on polarization behavior. These results show
hat assuming isothermal conditions when interpreting button-cell
xperiments can be misleading.

. Performance on hydrogen

Fig. 5 shows experimentally measured characteristics for the
utton cell operating on humidified H2, but at different fuel flow
ates. At flow rates above 200 sccm, the fuel depletion is found
o be negligible and the performance is essentially independent of
ow rate. At low flow rates the effects of fuel depletion and dilu-
ion can be significant, especially at high current density. However,
he polarization behavior is surprisingly weakly affected by the
ow rate. Fig. 5 indicates the low flow rate (25 sccm) causes lower
oltages, even at open circuit. However, the open-circuit potential
hould be independent of flow rate. The approximately 30 mV off-
et for the 25 sccm data is attributable to minor gas leaks in the
xperimental setup. The simulations neglect this leakage effect at
ll flow rates. With inlet fuel flow rates of 25 sccm, gas chromatog-
aphy suggests that approximately 1% oxygen is getting into the fuel
ow. This effect is too small to have any impact on cell performance
t high flow rates.

Fig. 6 shows model predictions for low (25 sccm) and high
200 sccm) flow rates. In both cases the cell operating with a
uel mixture of 97% H2, 3% H2O. The wall temperatures and flow
nlet temperatures are fixed at 800 ◦C. The operating potential is
cell = 0.5 V. To help visualize the flow, path lines originating at the
nlets are superimposed on the mole-fraction and temperature con-
ours in Fig. 6. Because the flow field is essentially axisymmetric
nder these operating conditions, contours on half the symme-

ry plane are shown. Nevertheless, the simulations themselves are
hree-dimensional.

At low fuel flow rates, it is clear that the gas composition within
he anode compartment varies significantly from the inlet compo-
ition. At sufficiently high flow rates, however, the composition at

ig. 5. Measured polarization behavior at different fuel flow rates. In all cases, the
uel is humidified H2 and the nominal temperature is 800 ◦C.
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Fig. 6. Contour plots illustrating model solutions for the cell operating with a fuel
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ixture of 97% H2, 3% H2O, operating potential of 0.5 V, and wall temperature of
00 ◦C. Solutions are shown for fuel flow rates of 25 and 200 sccm. The composition
ontours are mole fractions. Path lines are superimposed on the contours to show
ow patterns.

he interface between the anode gas compartment and the face of
he MEA is close to that of the inlet flow. Interpreting experimental
esults usually depends upon knowing the gas-phase composition
ithin the anode compartment. Thus, it is desirable to maintain

ufficiently high flow rates such that there is little fuel depletion
nd the composition is nearly that of the feed gases.
Fig. 7 shows gas-phase H2 mole-fraction profiles along the
utton-cell axis, both in the anode compartment and within the
node pore space. Solutions are shown for flow rates of 200 and
5 sccm. The axial position of x = 0 is at the interface between

u

r
m

ig. 7. H2 mole fraction along the button-cell axis in the fuel chamber and within
he anode pore space. Solutions are shown for two fuel flow rates: (a) 200 sccm and
b) 25 sccm.

he porous anode and the gas in the anode chamber. The right-
ost position at z = 0.7 mm is at the anode–electrolyte interface.

he cell is operating with humidified hydrogen (i.e., 97% H2 and
% H2O). It is evident that there is considerable hydrogen varia-
ion, especially within the porous anode. The variation is greatest
t low operating potential, where hydrogen is being consumed at
igher rates to support the electrochemical charge transfer. The sig-
ificantly higher gradients within the anode pore space are due to
omparatively high transport resistance in the porous media.

At flow rates of 200 sccm (Fig. 7a), there is relatively little fuel
epletion in the anode compartment. The H2mole fraction remains
reater than 90%, even at the high current densities associated
ith low operating potential. Under these conditions, the hydro-

en profiles are not affected greatly by the isothermal assumption.
lthough there is no general rule for determining an acceptable

evel of fuel depletion, maintaining fuel composition within a few
ercent of the inlet composition is certainly reasonable. As illus-
rated by Fig. 7 a, inlet flow of 200 sccm in this reactor appears
o be sufficiently high even at very low operating potentials. This
rend is confirmed by the asymptotic behavior of the experimental
olarization curves at high flow rates (Fig. 5).

At a relatively low fuel flow rate of 25 sccm (Fig. 7b), there is
ignificant fuel depletion. Especially at low operating potentials,
he H2composition in the anode chamber is significantly below the
pecified inlet composition of 97%. As can also be seen in Fig. 6,
t low flow rates there is very significant upstream diffusion well
nto the feed tube. Quantitative interpretation of button-cell exper-
ments at these low flow rates would depend upon a quantitative

nderstanding of fuel depletion.

In addition to depletion along the centerline axis, there are also
adial composition variations. Fig. 8 shows the radially averaged H2
ole fraction at the interface between the anode and fuel chamber
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ig. 8. Average H2 mole fraction at the interface between the anode and fuel cham-
er as functions of fuel flow rate and cell potential. In all cases, the inlet fuel is 97%

2.

s functions of inlet fuel flow rate at various cell potentials. As
urrent density increases (decreasing cell potential), more fuel
s utilized and the H2 depletion increases. Similarly, as the inlet
uel flow rate decreases, there is less H2 to mix with the reaction
roduct H2O, and H2 dilution increases. For the most extreme case
hown in Fig. 8(Ecell = 0.1 V and 10 sccm), the average H2 mole
raction at the anode interface decreases to around 60%, which is
ubstantially smaller than the inlet mole fraction of 97%.

Fig. 6 c shows that the maximum temperatures within the MEA
re some 10 ◦ C higher than the wall temperatures and the inlet
as temperatures. Fig. 9 shows temperature profiles through the
as compartments and the MEA structure. The highest tempera-
ures are always near dense electrolyte, where the charge-transfer
hemistry is active and polarization losses manifest themselves as
eat sources. At low operating potential (high current density), the
EA temperatures are nearly 25 ◦ C higher than the furnace wall

emperature. The temperature profiles are found to depend only
eakly upon the fuel rates.

It is interesting to note that if radiation from the MEA sur-
ace is neglected, the predicted MEA temperatures are significantly
reater. Without radiation, the predicted peak MEA temperature is
early 820 ◦ C at Ecell = 0.5 V, and nearly 840 ◦ C at Ecell = 0.1 V. It is

lso interesting to note that the temperature profiles in the gas com-
artments are nearly linear. Such profiles show that heat transfer
hrough the gas phase is dominated by conduction, not convection.
his explains why the temperature profiles depend weakly upon
ow fuel rates.

ig. 9. Centerline temperature profiles through the gas compartments and the MEA
tructure. In all cases, the cell is operating on an inlet flow rate of 200 sccm of
umidified H2. The wall temperatures and inlet gases are at 800 ◦C.
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ig. 10. Predicted polarization characteristics for the button cell operating at 800 ◦
with a fuel mixture of 97% H2, 3% H2O, but with fuel flow rates of either 25 or

00 sccm.

It is clear that low flow rates have a significant effect on fuel
omposition. Interestingly, however, the flow-rate effects on polar-
zation appear to be weak (Fig. 5). Fig. 10 shows model-predicted
olarization behavior for 25 and 200 sccm fuel flow rates (corre-
ponding to the calculations shown in Fig. 6). Despite the significant
ariations in fuel depletion, the predicted effect on polarization is
ery small. This weak influence is partially due to the functional
ependence of the charge-transfer chemistry (i.e., Eq. (20)) and
artially due to compensating temperature effects. At low flow
ates, the MEA temperatures are slightly higher owing to reduced
onvective losses. Because of high activation energies, even small
emperature variations can be significant.

Although the flow-rate effects on polarization may be weak, it
s desirable to establish the minimum flow rates needed to assure
hat measured results are independent of flow rates. Quantitative
nterpretation of experimental results depends upon quantitative
nowledge of temperature and composition.

. Performance on CH4–CO2

The next set of simulations is based upon a fuel mixture of 75%
H4 and 25% CO2 at a relatively low flow rate of 25 sccm (average
elocity of 0.16 m s−1). The MEA parameters in Table 1 continue to
e used, but detailed reforming chemistry is now included [8]. The
uel mixture is chosen to investigate the effects of internal reform-
ng. In this case, methane reforming proceeds via a combination of
wo routes. One is dry reforming, using CO2as a reforming agent.
econd is steam reforming, using electrochemically produced H2O.
nder such operating conditions, carbon deposits are also a con-
ideration. However, the present study does not directly address
arbon deposition. Because reforming is an endothermic process,
hermal effects within the MEA are more complex than they are
ith H2fuel.

Fig. 11 shows contour plots of species mole fractions and tem-
erature for a nominal operating condition of Ecell = 0.5 V. With
ery low Reynolds number Re (order unity), the uniform inlet veloc-
ty relaxes quickly within the feed tubes to the laminar Poiseuille
arabolic profile.

Fig. 11 a shows contours of CH4(upper) and H2 (lower) mole
ractions. As the flow approaches the MEA, the CH4 mole fraction
s diluted with CO and H2O. Because of the relatively low flow rate,
here is substantial upstream diffusion. The CH4 mole fraction at the

node surface is approximately half of the specified inlet value. The
ower plot shows significant gas-phase H2 diffusion upstream into
he fuel inlet tube. Because of the low flow velocity and high diffu-
ivity of H2, there are very significant variations in H2 throughout
he anode compartment.
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Fig. 11. Contour plots illustrating the solutions for the cell operating with 75% CH4,
25% CO2, fuel flow rate of 25 sccm, wall temperature of 800 ◦C, and Ecell = 0.5 V.
The composition contours are mole fractions. Pathlines are superimposed on the
contours to show flow patterns.
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Within the porous anode, CH4 is catalytically reformed on the
i catalyst surfaces, rapidly producing H2 and CO. At the interface
ith the dense electrolyte the CH4 has been fully converted. The
2 reaches a peak mole fraction of around 30% in the interior of the
node structure. Near the dense electrolyte, the H2 is consumed by
lectrochemical charge-transfer reactions, thus significantly reduc-
ng its mole fraction. Relatively high CH4 mole fractions are seen in
he outer radial sections of the MEA. This is a result of the cathode
eing applied only in the center regions of the disk, eliminating
lectrochemistry at the outer radial positions. In the outer regions
he electrochemistry is inactive and H2O is not formed, which
educes reforming activity. The CH4 can diffuse radially outward
here it is essentially trapped. In a similar way H2 can diffuse radi-

lly outward within the anode structure. Because H2 is not being
roduced by reforming in the outer radial sections, its mole fraction

s much lower than in the central regions where reforming is active.
Fig. 11 b shows contours of CO2(upper) and H2O (lower) mole

ractions. The electrochemically produced H2O is maximum within
he anode near the dense–electrolyte interface. As H2O is trans-
orted toward the anode compartment, it participates in catalytic
eforming chemistry to produce H2. Under the circumstances here,
he H2O is mostly consumed before reaching the anode compart-

ent. Significant levels of CO2 enter with the fuel. This CO2 is
iluted with CO and H2 as it flows toward the anode. Within the
node, however, CO2 is produced catalytically, primarily via water-
as-shift chemistry. That is, H2O reacts with CO to form H2 and
O2. The CO2 mole fraction is maximum near the dense electrolyte
here ample H2O and CO are present.

Fig. 11 c shows mole fraction contours of CO (upper) and
2(lower). In regions where charge-transfer chemistry is active,

he H2 is depleted and the water-gas-shift process (globally, CO +
2O � CO2 + H2) rapidly converts CO to CO2 and H2. Thus CO levels

emain relatively low in the center regions of the MEA. Interest-
ngly, the CO is maximum within the anode structure near the
uter radius of the cathode. In this region, CO is formed primarily
y steam reforming. However, because of reduced electrochem-
cal activity beyond the cathode radius, the CO is not converted
nto CO2 through the water-gas-shift reaction due to the lower H2O
oncentration. CO also diffuses radially outward, where it is essen-
ially trapped. In the outer regions there is little H2O available, so
ater-gas shift is relatively inactive.

On the cathode side, air is drawn toward the cathode where it is
lectrochemically reduced to form oxygen ions in the dense elec-
rolyte. Thus, the O2 mole fraction is depleted and the relative N2
raction increases. In this system there is not a forced air flow. Nev-
rtheless, the path lines show induced flow as air is drawn toward
he cathode.

Fig. 11 d is a contour plot of temperatures. At an operating
otential of Ecell = 0.5 V, the thermal consequences of exothermic
lectrochemical reactions and ohmic heating within the electrolyte
re nearly balanced by the endothermic heterogeneous reforming
hemistry within the anode. Under these circumstances, the result
s nearly isothermal operation, with temperature variations of only
few degrees. Other circumstances, such as illustrated in Fig. 11 d,
owever, cause larger temperature excursions.

Fig. 12 a illustrates the methane mole fraction as a function of
xial position on the button-cell centerline. The position x = 0 is at
he interface between the porous anode and the fuel gas compart-

ent. At the relatively low fuel flow rate of 25 sccm, it is evident
hat there is significant fuel depletion, especially at low operating

otential. As in the case of H2 fuel (Fig. 7), the gradients are high-
st within the porous electrode. This is the result of high transport
esistance with the porous media.

Fig. 12 b illustrates H2mole fraction profiles. Because there is
o H2 in the inlet fuel stream, all the H2 is produced via catalytic
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ig. 12. CH4and H2 mole-fraction profiles along the button-cell axis within the fuel
hamber and the anode structure. In all cases, the inlet fuel composition is 75% CH4
nd 25% CO2 and the wall temperature is 800 ◦C.

eforming processes within the anode. The H2 mole fraction is
aximum within the anode. It is transported toward the dense

lectrolyte interface where it is consumed via charge-transfer
eactions. Hydrogen is also transported into the anode gas com-
artment. At the low flow rate here (25 sccm), the H2 transport
rom the anode structure is sufficient to maintain significant levels
f H2 within the anode gas compartment. It is also interesting to
ote that at high operating potentials (low current) relatively lit-
le of the catalytically formed H2 is consumed electrochemically. In
his case, the H2 is formed primarily by dry reforming, and the peak

ole fraction is near the dense electrolyte interface.

Fig. 13 shows radial profiles of methane mole fraction at the

nterface between the anode and the fuel chamber. Significant
adial variations are evident. It is interesting to note that the CH4
ole fraction increases toward the outer edges of the anode. Recall

ig. 13. Radial profiles of CH4 mole fraction on the anode top surface. In all cases,
he inlet fuel composition is 75% CH4 and 25% CO2. The wall temperature is 800 ◦C.
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ig. 14. Temperature profiles along the button-cell axis. The inlet fuel is a mixture
f 75% CH4 and 25% CO2 at a flow rate of 25 sccm.

hat in this cell, the outer radius of the cathode layer is only 4 mm.
hus, beyond a radius of 4 mm, there is no electrochemical steam
roduction, which reduces the steam-reforming rate. Also, some of
he hydrogen and CO produced via reforming can diffuse radially
nto the outer regions of the porous anode. Because in this region
he H2 is not consumed electrochemically, surface chemistry can
egenerate the CH4. The simulations here suggest that a higher fuel
ow rate is desirable. Increasing the flow rate will reduce radial
ariations and bring the fuel composition at the anode face closer
o the inlet composition.

Fig. 14 shows axial temperature profiles along the button-cell
xis. In all cases the fuel is a mixture of 75% CH4 and 25% CO2 at 25
ccm and the furnace walls are fixed at 800 ◦C. At high current (low
ell potential) the MEA temperature exceeds the gas temperatures
n both the fuel and air sides. This is because the ohmic heating
nd charge-transfer exotherms exceed the endothermic effects of
n-anode reforming. At low current, however, the situation is oppo-
ite. Under these conditions the reforming endotherm dominates
nd the MEA temperature is below the temperatures in the gas
ompartments.

. Flow rates and cell performance

Understanding fuel-depletion effects is an important aspect of
nderstanding SOFC performance. Operating with high flow rates

s not in conflict with investigating fuel-depletion effects. As is
one in button-cell experiments by Jiang and Virkar [12], the fuel
ompositions can be deliberately premixed to simulate various
epletion environments that occur in full stacks and systems. How-
ver, each button-cell experiment is run under flooded conditions
uch that there is no ambiguity about the gas-compartment com-
osition.

All other things being equal, fuel flow rates should be sufficiently
igh that fuel depletion is negligible and the gas-phase composi-
ion in the anode compartment is essentially that of the feed gas.
n principle this approach simplifies analysis and interpretation of
xperimental data. However, when using hydrocarbon fuels and
i-based anodes, carbon deposits are potentially problematic. As

uel flow rates are reduced, the hydrocarbon fuel is diluted with
team and CO2, and hence the propensity for carbon deposition on
i surfaces is reduced.

Although using low fuel flow rates may complicate analysis, pre-

enting carbon deposits is essential. A cell that fails to operate due
o carbon fouling is of very little value. With low fuel flow rates
nd high depletion and dilution, it should be recognized that the
omposition of the fuel seen by the MEA can be significantly differ-
nt from the inlet feed composition. To be quantitatively useful,
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odels that are used to interpret the data must accommodate
he gas-phase composition variations within the anode compart-

ent.
Fig. 11 shows that with low fuel flow rates the CH4 is very sig-

ificantly diluted with H2O and CO2 at the face of the anode, which
ontains Ni. Such dilution of the hydrocarbon enables deposit-free
peration, even in the presence of Ni. However, it may also be noted
hat there are alternatives for deposit-free operation. One possibil-
ty is to use electrode materials, such as doped perovskites, that do
ot promote coke formation [18]. In this case, high fuel flow rate
nd lower depletion is practical.

. Natural convection and axisymmetry

With local temperature variations and a horizontal orientation
f the cell, it is reasonable to anticipate that natural convection
ight play a role and induce three-dimensional flow fields. How-

ver, for the conditions studied here, the results show that natural
onvection plays a negligible role.

The potential influence of natural convection behavior can be
nderstood in the context of a dimensionless groups. Buoyant
ffects are typically negligible when

Gr

Re2
< 1, (25)

here the Grashof and Reynolds numbers are defined as

r = gˇ�TL3

�2
, Re = UL

�
. (26)

n these definitions g is the gravitational constant, ˇ is the
olumetric thermal-expansion coefficient, �T is a characteristic
emperature difference, U is a characteristic velocity, L is a char-

cteristic length scale, and � is the kinematic viscosity. For this cell
onfiguration the characteristic length scale for the Reynolds num-
er is the distance between the inlet tube and the anode face (here
mm) and the characteristic velocity is the mean inlet velocity.
ecause of the horizontal orientation, the characteristic length scale

ig. 15. CO(s) surface fractional coverage in the mid-anode plane. The cell is operat-
ng with a fuel flow rate of 25 sccm, nominal temperature of 800 ◦C, and Ecell = 0.5 V.
he coverage ranges from low in the center regions (blue contours) to high at the
uter radii (red contours). (For interpretation of the references to colour in this figure
egend, the reader is referred to the web version of the article.)
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or the Grashof number is the MEA diameter. Assuming a character-
stic temperature difference on the order of 10 ◦C, GrRe2 ≈ 1. Thus,
he fact that the three-dimensional simulations deliver essentially
xisymmetric results is entirely reasonable.

As an example that illustrates one aspect of the axisymme-
ry, consider surface coverages within the porous anode structure.
ig. 15 shows contours of the CO(s) coverage in a plane through
he middle of the anode (Ecell = 0.5 V). The axisymmetry is evident
rom the bulls-eye shape of the contours. Similar results are found
or all fluid variables at all flow rates, temperatures and operating
otentials.

An axisymmetric model for this button cell would be quite accu-
ate (i.e., three-dimensional effects are found to be negligible). Of
ourse, larger dimensions, lower flow rates, or higher temperatures,
an lead to circumstances in which buoyant effects could become
mportant.

0. Summary and conclusions

Button-cell experiments are used widely in the development
f new SOFC materials and MEA architectures. Data usually con-
ist of polarization characteristics and sometimes electrochemical
mpedance spectra. The experimental conditions are usually rep-
esented in terms of inlet fuel composition and flow rate, cell
emperature, and operating potential.

In analyzing and interpreting button-cell experiments, two
mportant assumptions are typically applied. First, it is assumed
hat the flow rates are sufficiently high that the species composi-
ion at the interface between the gas compartment and the anode
tructure is the same as inlet fuel mixture. In other words, the fuel
s minimally depleted and diluted. Second, the gases and the MEA
re assumed to be isothermal. If either of these assumptions is not
alid, then the data interpretation can be flawed.

In this paper a new three-dimensional computational fluid
ynamics model is used to characterize physical and chemical
ehavior in SOFC button cells. The primary purpose is to investi-
ate how the assumptions noted above depend upon cell operating
onditions. The model includes coupled fluid flow, heat transfer,
nd multi-component species transport. It also includes porous-
edia transport, elementary catalytic chemistry within electrode

tructures, and electrochemical charge transfer.
The model is implemented in object-orientated C++. It uses

eometrically flexible unstructured grids, which incorporate fluid
egions and solid materials. The open-source Cantera software is
sed to evaluate thermodynamic and transport properties, as well
s reaction chemistry.

Although the model can be applied to general geometries, it is
sed here to simulate a particular button cell that has been exper-

mentally measured. Results show that if inlet flow rates are too
ow, there can be significant compositional variations in the gas
ompartments. When this is the case, it is not appropriate to ana-
yze data using the assumption that the MEA is exposed to the fuel
omposition that is supplied through the feed lines. However, it is
ossible to increase flow rates to the point that gas composition

s minimally depleted and diluted. Models, such as the one in this
aper, provide the quantitative means to establish the appropriate
perating conditions.

Because the button-cell in this study is oriented horizontally,
here is the possibility for buoyant convection to cause three-
imensional flow patterns. Such behavior could further complicate

ata interpretation. However, because of relatively small dimen-
ions and temperature variations, the results show that buoyant
onvection is easily overcome. Thus, even under circumstances
ith low flow rates high fuel depletion, assuming axisymmetric
ow is valid.
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